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Computation

In 1884, the art critic and social thinker John Ruskin gave a series of lectures at the London Institution entitled ‘The Storm-Cloud of the Nineteenth Century.’ Over the evenings of February 14 and 18, he presented an overview of descriptions of the sky and clouds drawn from Classical and European art, as well as the accounts of mountain climbers in his beloved Alps, together with his own observations of the skies of southern England in the last decades of the nineteenth century.

In these lectures he advanced his opinion that the sky contained a new kind of cloud. This cloud, which he called a ‘storm-cloud’, or sometimes ‘plague-cloud’,


never was seen but by now living, or lately, living eyes … There is no description of it, so far as I have read, by any ancient observer. Neither Homer nor Virgil, neither Aristophanes nor Horace, acknowledges any such clouds among those compelled by Jove. Chaucer has no word for them, nor Dante; Milton none, nor Thomson. In modern times, Scott, Wordsworth and Byron are alike unconscious of them; and the most observant and descriptive of scientific men, De Saussure, is utterly silent concerning them.1



Ruskin’s ‘constant and close observation’ of the skies had led him to the belief that there was a new wind abroad in England and the Continent, a ‘plague-wind’ that brought a new weather with it. Quoting from his own diary of July 1, 1871, he relates that


the sky is covered with grey cloud; – not rain-cloud, but a dry black veil, which no ray of sunshine can pierce; partly diffused in mist, feeble mist, enough to make distant objects unintelligible, yet without any substance, or wreathing, or colour of its own …

And it is a new thing to me, and a very dreadful one. I am fifty years old, and more; and since I was five, have gleaned the best hours of my life in the sun of spring and summer mornings; and I never saw such as these, till now.

And the scientific men are busy as ants, examining the sun, and the moon, and the seven stars, and they can tell me all about them, I believe, by this time; and how they move, and what they are made of.

And I do not care, for my part, two copper spangles how they move, nor what they are made of. I can’t move them any other way than they go, nor make of them anything else, better than they are made. But I would care much and give much, if I could be told where this bitter wind comes from, and what it is made of.2



He goes on to elucidate many similar observations: from strong winds out of nowhere, to dark clouds covering the sun at midday, and pitch-black rains that putrefied his garden. And while he acknowledges, in remarks that have been seized on by environmentalists in the years since, the presence of numerous and multiplying industrial chimneys in the region of his observations, his primary concern is with the moral character of such a cloud, and the ways it seemed to emanate from battlefields and sites of societal unrest.

‘What is best to be done, do you ask me? The answer is plain. Whether you can affect the signs of the sky or not, you can the signs of the times.’3 The metaphors we use to describe the world, like Ruskin’s plague-cloud, form and shape our understanding of it. Today, other clouds, often still emanating from sites of protest and contest, provide the ways we have to think the world.

Ruskin dwelled at length upon the differing quality of light when affected by the storm-cloud, for light too has a moral quality. In his lectures, he argued that the ‘fiat lux of creation’ – the moment when the God of Genesis says, ‘Let there be light’ – is also fiat anima, the creation of life. Light, he insisted, is ‘as much the ordering of Intelligence as the ordering of Vision’. That which we see shapes not just what we think, but how we think.

Just a few years previously, in 1880, Alexander Graham Bell first demonstrated a device called the photophone. A companion invention to the telephone, the photophone enabled the first ‘wireless’ transmission of the human voice. It worked by bouncing a beam of light off a reflective surface, which was vibrated by the voice of a speaker, and received by a primitive photovoltaic cell, which turned the light waves back into sound. Across the rooftops of Washington, DC, Bell was able to make himself understood by light alone at a distance of some 200 metres.

Arriving several years before the promulgation of effective electrical lighting, the photophone was completely dependent on clear skies to provide bright light to the reflector. This meant that atmospheric conditions could affect the sound produced, altering the output. Bell wrote excitedly to his father, ‘I have heard articulate speech by sunlight! I have heard a ray of the sun laugh and cough and sing! I have been able to hear a shadow and I have even perceived by ear the passage of a cloud across the sun’s disk.’4

The initial response to Bell’s invention was not promising. A commentator in the New York Times wondered sarcastically if ‘a line of sunbeams’ might be hung on telegraph posts, and whether it might be necessary to insulate them. ‘Until one sees a man going through the streets with a coil of No. 12 sunbeams on his shoulder, and suspending them from pole to pole, there will be a general feeling that there is something about Professor Bell’s photophone which places a tremendous strain on human credulity,’ they wrote.5

That line of sunbeams, of course, is precisely what we can see today arrayed around the globe. Bell’s invention was the first to deploy light as a carrier of complex information – as the commentator noticed, unwittingly, it required only the insulation of the sunbeam in order to carry it over unimaginable distances. Today, Bell’s sunbeams order the data that passes beneath the ocean waves in the form of light-transmitting fibre-optic cables, and they order in turn the collective intelligence of the world. They make possible the yoking together of vast infrastructures of computation that organise and govern all of us. Ruskin’s fiat lux as fiat anima is reified in the network.

Thinking through machines predates the machines themselves. The existence of calculus proves that some problems may be tractable before it is possible to solve them practically. History, viewed as such a problem, might thus be transformed into a mathematical equation that, when solved, would produce the future. This was the belief of the early computational thinkers of the twentieth century, and its persistence, largely unquestioned and even unconscious, into our own time is the subject of this book. Personified today as a digital cloud, the story of computational thinking begins with the weather.

In 1916, the mathematician Lewis Fry Richardson was at work on the Western Front; as a Quaker, he was a committed pacifist, and so had enrolled in the Friends’ Ambulance Unit, a Quaker section that also included the artist Roger Penrose and the philosopher and science fiction writer Olaf Stapledon. Over several months, between sorties to the front line and rest periods in damp cottages in France and Belgium, Richardson performed the first full calculation of atmospheric weather conditions by numerical process: the first computerised daily forecast, without a computer.

Before the war, Richardson had been superintendent of the Eskdalemuir Observatory, a remote meteorological station in western Scotland. Among the papers he took with him when he went off to war were the complete records of a single day of observations across Europe, compiled on May 20, 1910, by hundreds of observers across the continent. Richardson believed that, through the application of a range of complex mathematical operations derived from years of weather data, it should be possible to numerically advance the observations in order to predict how conditions would evolve over successive hours. In order to do so, he drew up a stack of computing forms, with a series of columns for temperature, wind speed, pressure, and other information, the preparation of which alone took him several weeks. He divided the continent into a series of evenly spaced observation points and performed his calculations with pen and paper, his office ‘a heap of hay in a cold rest billet’.6

When finally completed, Richardson tested his forecast against the actual observed data and found that his numbers were wildly exaggerated. Nevertheless, it proved the utility of the method: break the world down into a series of grid squares, and apply a series of mathematical techniques to solve the atmospheric equations for each square. What was missing was the technology required to implement such thinking at the scale and speed of the weather itself.

In Weather Prediction by Numerical Process, published in 1922, Richardson reviewed and summarised his calculations, and laid out a little thought experiment for achieving them more efficiently with the technology of the day. In this experiment, the ‘computers’ were still human beings, and the abstractions of what we would come to understand as digital computation were laid out at the scale of architecture:


After so much hard reasoning, may one play with a fantasy? Imagine a large hall like a theatre, except that the circles and galleries go right round through the space usually occupied by the stage. The walls of this chamber are painted to form a map of the globe. The ceiling represents the north polar regions, England is in the gallery, the tropics in the upper circle, Australia on the dress circle and the Antarctic in the pit.

A myriad computers are at work upon the weather of the part of the map where each sits, but each computer attends only to one equation or part of an equation. The work of each region is coordinated by an official of higher rank. Numerous little ‘night signs’ display the instantaneous values so that neighbouring computers can read them. Each number is thus displayed in three adjacent zones so as to maintain communication to the North and South on the map.

From the floor of the pit a tall pillar rises to half the height of the hall. It carries a large pulpit on its top. In this sits the man in charge of the whole theatre; he is surrounded by several assistants and messengers. One of his duties is to maintain a uniform speed of progress in all parts of the globe. In this respect he is like the conductor of an orchestra in which the instruments are slide-rules and calculating machines. But instead of waving a baton he turns a beam of rosy light upon any region that is running ahead of the rest, and a beam of blue light upon those who are behindhand.

Four senior clerks in the central pulpit are collecting the future weather as fast as it is being computed, and despatching it by pneumatic carrier to a quiet room. There it will be coded and telephoned to the radio transmitting station. Messengers carry piles of used computing forms down to a storehouse in the cellar.

In a neighbouring building there is a research department, where they invent improvements. But there is much experimenting on a small scale before any change is made in the complex routine of the computing theatre. In a basement an enthusiast is observing eddies in the liquid lining of a huge spinning bowl, but so far the arithmetic proves the better way. In another building are all the usual financial, correspondence and administrative offices. Outside are playing fields, houses, mountains and lakes, for it was thought that those who compute the weather should breathe of it freely.7



In a preface to the report, Richardson wrote,


Perhaps some day in the dim future it will be possible to advance the computations faster than the weather advances and at a cost less than the saving to mankind due to the information gained. But that is a dream.8



It was to remain a dream for another fifty years, and would eventually be solved by the application of military technologies that Richardson himself would disavow. After the war, he joined the Meteorological Office, intending to continue his research, but he resigned in 1920 when it was taken over by the Air Ministry. Research on numerical weather forecasting stagnated for many years, until spurred forward by the explosion of computational power that emanated from another conflict, the Second World War. The war unleashed vast amounts of funding for research, and a sense of urgency for its application, but it also created knotty problems: a vast, overwhelming flow of information pouring from a newly networked world, and a rapidly expanding system of knowledge production.

In an essay entitled ‘As We May Think’, published in the Atlantic in 1945, the engineer and inventor Vannevar Bush wrote,


There is a growing mountain of research. But there is increased evidence that we are being bogged down today as specialisation extends. The investigator is staggered by the findings and conclusions of thousands of other workers – conclusions which he cannot find time to grasp, much less to remember, as they appear. Yet specialisation becomes increasingly necessary for progress, and the effort to bridge between disciplines is correspondingly superficial.9



Bush had been employed during the war as director of the US Office of Scientific Research and Development (OSRD), the primary vehicle for military research and development. He was one of the progenitors of the Manhattan Project, the top secret wartime research project that led to the development of the American atomic bomb.

Bush’s proposed solution to both these problems – the overwhelming information available to enquiring minds, and the increasingly destructive ends of scientific research – was a device that he called the ‘memex’:


A memex is a device in which an individual stores all his books, records, and communications, and which is mechanised so that it may be consulted with exceeding speed and flexibility. It is an enlarged intimate supplement to his memory. It consists of a desk, and while it can presumably be operated from a distance, it is primarily the piece of furniture at which he works. On the top are slanting translucent screens, on which material can be projected for convenient reading. There is a keyboard, and sets of buttons and levers. Otherwise it looks like an ordinary desk.10



In essence, and with the advantage of hindsight, Bush was proposing the electronic, networked computer. His great insight was to combine, in exactly the way a memex would enable anyone to do, multiple discoveries across many disciplines – advances in telephony, machine tooling, photography, data storage, and stenography – into a single machine. The incorporation of time itself into this matrix produces what we would recognise today as hypertext: the ability to link together collective documents in multiple ways and create new associations between domains of networked knowledge: ‘Wholly new forms of encyclopedias will appear, ready made with a mesh of associative trails running through them, ready to be dropped into the memex and there amplified.’11

Such an encyclopaedia, readily accessible to the enquiring mind, would not merely amplify scientific thinking, but civilise it:


The applications of science have built man a well-supplied house, and are teaching him to live healthily therein. They have enabled him to throw masses of people against one another with cruel weapons. They may yet allow him truly to encompass the great record and to grow in the wisdom of race experience. He may perish in conflict before he learns to wield that record for his true good. Yet, in the application of science to the needs and desires of man, it would seem to be a singularly unfortunate stage at which to terminate the process, or to lose hope as to the outcome.12



One of Bush’s colleagues at the Manhattan Project was another scientist, John von Neumann, who shared similar concerns about the overwhelming volumes of information being produced – and required – by the scientific endeavours of the day. He was also captivated by the idea of predicting, and even controlling, the weather. In 1945, he came across a mimeograph entitled ‘Outline of Weather Proposal’, written by a researcher at RCA Laboratories named Vladimir Zworykin. Von Neumann had spent the war consulting for the Manhattan Project, making frequent trips to the secret laboratory at Los Alamos in New Mexico and witnessing the first atomic bomb blast, code-named Trinity, in July 1945. He was the main proponent of the implosion method used in the Trinity test and the Fat Man bomb dropped on Nagasaki, and helped design the critical lenses that focused the explosion.

Zworykin, like Vannevar Bush, had recognised that the information-gathering and retrieval abilities of new computing equipment, together with modern systems of electronic communication, allowed for the simultaneous analysis of vast amounts of data. But rather than focusing on human knowledge production, he anticipated its effects on meteorology. By combining the reports of multiple, widely distributed weather stations, it might be possible to build an exact model of the climatic conditions at any particular moment. A perfectly accurate machine of this kind would not merely be able to display this information, but would be capable of predicting, based on prior patterns, what would occur next. Intervention was the next logical step:


The eventual goal to be attained is the international organisation of means to study weather phenomena as global phenomena and to channel the world’s weather, as far as possible, in such a way as to minimise the damage from catastrophic disturbances, and otherwise to benefit the world to the greatest extent by improved climatic conditions where possible. Such an international organisation may contribute to world peace by integrating the world interest in a common problem and turning scientific energy to peaceful pursuits. It is conceivable that eventual far-reaching beneficial effects on the world economy may contribute to the cause of peace.13



In October 1945, von Neumann wrote to Zworykin, stating, ‘I agree with you completely.’ The proposal was totally in line with what von Neumann had learned from the extensive research programme of the Manhattan Project, which relied on complex simulations of physical processes to predict real-world outcomes. In what could be taken as the founding statement of computational thought, he wrote: ‘All stable processes we shall predict. All unstable processes we shall control.’14

In January 1947, von Neumann and Zworykin shared a stage in New York at a joint session of the American Meteorological Society and the Institute of the Aeronautical Sciences. Von Neumann’s talk on ‘Future Uses of High Speed Computing in Meteorology’ was followed by Zworykin’s ‘Discussion of the Possibility of Weather Control’. The next day, the New York Times reported on the conference under the headline ‘Weather to Order’, commenting that ‘if Dr Zworykin is right the weather-makers of the future are the inventors of calculating machines’.15

In 1947, the inventor of calculating machines par excellence was von Neumann himself, having founded the Electronic Computer Project at Princeton two years previously. The project was to build upon both Vannevar Bush’s analogue computer – the Bush Differential Analyser, developed at MIT in the 1930s – and von Neumann’s own contributions to the first electronic general-purpose computer, the Electronic Numerical Integrator and Computer, or ENIAC. ENIAC was formally dedicated at the University of Pennsylvania on February 15, 1946, but its origins were military: designed to calculate artillery firing tables for the United States Army’s Ballistic Research Laboratory, it spent the majority of its first years of operation predicting ever-increasing yields for the first generation of thermonuclear atomic bombs.
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The ENIAC (Electronic Numerical Integrator and Computer) in Philadelphia, Pennsylvania. Glen Beck (background) and Betty Snyder (foreground) programme the ENIAC in building 328 at the Ballistic Research Laboratory.



Like Bush, von Neumann later became deeply concerned with the possibilities of nuclear warfare – and of weather control. In an essay for Fortune magazine in 1955, entitled ‘Can We Survive Technology?’, he wrote, ‘Present awful possibilities of nuclear war may give way to others even more awful. After global climate control becomes possible, perhaps all our present involvements will seem simple. We should not deceive ourselves: once such possibilities become actual, they will be exploited.’16

The ENIAC turned out to be Richardson’s fantasy of mathematical calculation made solid, at the insistence of von Neumann. In 1948, the ENIAC was moved from Philadelphia to the Ballistic Research Laboratory at the Aberdeen Proving Ground in Maryland. By this time, it covered three of the four walls of the research lab, constructed from some 18,000 vacuum tubes, 70,000 resistors, 10,000 capacitors, and 6,000 switches. The equipment was arranged into forty-two panels, each about two feet across and three feet deep, and stacked ten feet high. It consumed 140 kilowatts of power, and pumped out so much heat that special ceiling fans had to be installed. To reprogram it, it was necessary to turn hundreds of ten-pole rotary switches by hand, the operators moving between the stacks of equipment, connecting cables and checking hundreds of thousands of hand-soldered joints. Among the operators was Klára Dán von Neumann, John von Neumann’s wife, who wrote most of the meteorological code and checked the work of the others.

In 1950, a team of meteorologists assembled at Aberdeen in order to perform the first automated twenty-four-hour weather forecast, along exactly the same lines as Richardson had proposed. For this project, the boundaries of the world were the edges of the continental United States; a grid separated it into fifteen rows and eighteen columns. The calculation programmed into the machine consisted of sixteen successive operations, each of which had to be carefully planned and punched into cards, and which in turn output a new deck of cards that had to be reproduced, collated, and sorted. The meteorologists worked in eight-hour shifts, supported by programmers, and the entire run absorbed almost five weeks, 100,000 IBM punch cards, and a million mathematical operations. But when the experimental logs were examined, von Neumann, the director of the experiment, discovered that the actual computational time was almost exactly twenty-four hours. ‘One has reason to hope’, he wrote, that ‘Richardson’s dream of advancing computation faster than the weather may soon be realised.’17

Harry Reed, a mathematician who worked on the ENIAC at Aberdeen, would later recall the personal effect of working with such large-scale computation. ‘The ENIAC itself, strangely, was a very personal computer. Now we think of a personal computer as one you carry around with you. The ENIAC was actually one that you kind of lived inside.’18 But in fact, today, we all live inside a version of the ENIAC: a vast machinery of computation that encircles the entirety of the globe and extends into outer space on a network of satellites. It is this machine, imagined by Lewis Fry Richardson and actualised by John von Neumann, that governs in one way or another every aspect of life today. And it is one of the most striking conditions of this computational regime that it has rendered itself almost invisible to us.

It is almost possible to pinpoint the exact moment when militarised computation, and the belief in prediction and control that it embodies and produces, slid out of view. The ENIAC was, to the initiated, a legible machine. Different mathematical operations engaged different electromechanical processes: the operators on the meteorology experiment described how they could identify when it entered a particular phase by a distinctive three-note jig played by the card shuffler.19 Even the casual observer could watch as the blinking lights picking out different operations progressed around the walls of the room.
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Publicity photo of the IBM SSEC, 1948.



By contrast, the IBM Selective Sequence Electronic Calculator (SSEC), installed in New York in 1948, refused such easy reading. It was called a calculator because in 1948 computers were still people, and the president of IBM, Thomas J. Watson, wanted to reassure the public that his products were not designed to replace them.20 IBM built the machine as a rival to the ENIAC – but both were descendants of von Neumann’s earlier Harvard Mark I machine, which contributed to the Manhattan Project. The SSEC was installed in full view of the public inside a former ladies’ shoe shop next to IBM’s offices on East Fifty-Seventh Street, behind thick plate glass. (The building is now the corporate headquarters of the LVMH luxury goods group.) Further concerned about appearances, Watson ordered his engineers to remove the ugly supporting columns that dominated the space; when they were unable to do so, they airbrushed the publicity photos so that the newspapers carried the look Watson wanted.21

To the crowds pressed up against the glass, even with the columns in place, the SSEC radiated a sleek, modern appearance. It took its aesthetic cues from the Harvard Mark I, which was designed by Norman Bel Geddes, the architect of the celebrated Futurama exhibit at the 1939 New York World’s Fair. It was housed in the first computer room to utilise a raised floor, now standard in data centres, to hide unsightly cabling from its audience, and it was controlled from a large desk by chief operator Elizabeth ‘Betsy’ Stewart, of IBM’s Department of Pure Science.
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Elizabeth ‘Betsy’ Stewart with the SSEC.



In order to fulfil Watson’s proclamation, printed and signed on the wall of the computer room – that the machine ‘assist the scientist in institutions of learning, in government, and in industry, to explore the consequences of man’s thought to the outermost reaches of time, space, and physical conditions’ – the SSEC’s first run was dedicated to calculating the positions of the moon, stars, and planets for proposed NASA flights. The resulting data, however, were never actually used. Instead, after the first couple of weeks, the machine was largely taken up by top secret calculations for a programme called Hippo, devised by John von Neumann’s team at Los Alamos to simulate the first hydrogen bomb.22

Programming Hippo took almost a year, and when it was ready it was run continuously on the SSEC, twenty-four hours a day, seven days a week, for several months. The result of the calculations was at least three full simulations of a hydrogen bomb explosion: calculations carried out in full view of the public, in a shopfront in New York City, without anyone on the street being even slightly aware of what was going on. The first full-scale American thermonuclear test based on the Hippo calculations was carried out in 1952; today, all the major nuclear powers possess hydrogen bombs. Computational thinking – violent, destructive, and unimaginably costly, in terms of both money and human cognitive activity – slipped out of view. It became unquestioned and unquestionable, and as such it has endured.

As we shall see, technology’s increasing inability to predict the future – whether that’s the fluctuating markets of digital stock exchanges, the outcomes and applications of scientific research, or the accelerating instability of the global climate – stems directly from these misapprehensions about the neutrality and comprehensibility of computation.

The dream of Richardson and von Neumann – that of ‘advancing computation faster than the weather’ – was realised in April of 1951 when Whirlwind I, the first digital computer capable of real-time output, went online at MIT. Project Whirlwind had started as an attempt to build a general-purpose flight simulator for the air force: as it progressed, the problems of real-time data gathering and processing had drawn in interested parties concerned with everything from early computer networking to meteorology.

In order to better reproduce actual conditions that might be faced by pilots, one of Whirlwind I’s main functions was to simulate aerodynamic and atmospheric fluctuations, in what amounted to a weather prediction system. This system was not only real-time but, of necessity, networked: connected to and fed data by a range of sensors and offices, from radar systems to weather stations. The young MIT techs who worked on it went on to form the core of the Defense Advanced Research Projects Agency (DARPA) – the progenitor of the internet – and the Digital Equipment Corporation (DEC), the first company to manufacture an affordable business computer. All contemporary computation stems from this nexus: military attempts to predict and control the weather, and thus to control the future.

Whirlwind’s design was heavily influenced by ENIAC; in turn, it laid the groundwork for the Semi-Automatic Ground Environment (SAGE), the vast computer system that ran the North American Air Defense Command (NORAD) from the 1950s until the 1980s. Four-storey ‘direction centres’ were installed in twenty-seven command-and-control stations across the United States, and their twin terminals – one for operation, one for backup – included a light gun for designating targets (resembling the Nintendo ‘Zapper’) and ashtrays integrated into the console. SAGE is best memorialised in the vast, paranoid aesthetic of Cold War computing systems, from Dr. Strangelove in 1964 to WarGames, the 1983 blockbuster that told the story of a computer intelligence unable to distinguish between reality and simulation, and famous for its concluding line: ‘the only winning move is not to play.’

In order to make such a complex system work, 7,000 IBM engineers were employed to write the largest single computer programme ever created, and 25,000 dedicated phone lines were laid to connect the various locations.23 Despite this, SAGE is best known for its bloopers: leaving training tapes running so that follow-on shifts mistook simulation data for actual missile attacks, or designating flocks of migrating birds as incoming Soviet bomber fleets. Histories of computation projects typically write off such efforts as anachronistic failures, comparing them to modern bloat-ridden software projects and government IT initiatives that fall short of their much-vaunted goals and are superceded by subsequent, better-engineered systems before they’re even completed, feeding a cycle of obsolescence and permanent revision. But what if these stories are the real history of computation: a litany of failures to distinguish between simulation and reality; a chronic failure to identify the conceptual chasm at the heart of computational thinking, of our construction of the world?

We have been conditioned to believe that computers render the world clearer and more efficient, that they reduce complexity and facilitate better solutions to the problems that beset us, and that they expand our agency to address an ever-widening domain of experience. But what if this is not true at all? A close reading of computer history reveals an ever-increasing opacity allied to a concentration of power, and the retreat of that power into ever more narrow domains of experience. By reifying the concerns of the present in unquestionable architectures, computation freezes the problems of the immediate moment into abstract, intractable dilemmas; obsessing over the inherent limitations of a small class of mathematical and material conundrums rather than the broader questions of a truly democratic and egalitarian society.

By conflating approximation with simulation, the high priests of computational thinking replace the world with flawed models of itself; and in doing so, as the modellers, they assume control of the world. Once it became obvious that SAGE was worse than useless at preventing a nuclear war, it shape-shifted, following an in-flight meeting between the president of American Airlines and an IBM salesman, into the Semi-Automated Business Research Environment (SABRE) – a multinational corporation for managing airline reservations.24 All the pieces were in place: the phone lines, the weather radar, the increasingly privatised processing power, and the ability to manage real-time data flows in an era of mass tourism and mass consumer spending. A machine designed to prevent commercial airlines from being accidentally shot down – a necessary component of any air defence system – pivoted to managing those same flights, buoyed by billions of dollars of defence spending. Today, SABRE connects more than 57,000 travel agents and millions of travellers with more than 400 airlines, 90,000 hotels, 30 car rental companies, 200 tour operators, and dozens of railways, ferries and cruise lines. A kernel of computational Cold War paranoia sits at the heart of billions of journeys made every year.

Aviation will recur in this book as a site where technology, scientific research, defence and security interests, and computation converge in a nexus of transparency/opacity and visibility/invisibility. One of the most extraordinary visualisations on the internet is that provided by real-time plane-tracking websites. Anyone can log on and see, at any time, thousands upon thousands of planes in the air, tracking from city to city, mobbing the Atlantic, coursing in great rivers of metal along international flight paths. It’s possible to click on any one of the thousands of little plane icons and see its track, its make and model, the operator and flight number, its origin and destination, and its altitude, speed, and time of flight. Every plane broadcasts an ADS-B signal, which is picked up by a network of amateur flight trackers: more thousands of individuals who choose to set up local radio receivers and share their data online. The view of these flight trackers, like that of Google Earth and other satellite image services, is deeply seductive, to the point of eliciting an almost vertiginous thrill – a sublime for the digital age. The dream of every Cold War planner is now available to the general public on freely accessible websites. But this God’s-eye view is illusory, as it also serves to block out and erase other private and state activities, from the private jets of oligarchs and politicians to covert surveillance flights and military manoeuvres.25 For everything that is shown, something is hidden.
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Source: Flightradar24.com.

Screenshot of Flightradar24.com, showing 1,500 of 12,151 tracked flights, October 2017. Note Google ‘Project Loon’ balloons over Puerto Rico, following Hurricane Maria.



In 1983, Ronald Reagan ordered that the then-encrypted Global Positioning System (GPS) be made available to civilians, following the shooting down of a Korean airliner that strayed into Russian airspace. Over time, GPS has come to anchor a huge number of contemporary applications and become another of the invisible, unquestioned signals that modulate everyday life – another of those things that, more or less, ‘just works’. GPS enables the blue dot in the centre of the map that folds the entire planet around the individual. Its data directs car and truck journeys, locates ships, prevents planes flying into one another, dispatches taxis, tracks logistics inventories and calls in drone strikes. Essentially a vast, space-based clock, the time signal from GPS satellites regulates power grids and stock markets. But our growing reliance on the system masks the fact that it can still be manipulated by those in control of its signals, including the United States government, which retains the ability to selectively deny positioning signals to any region it chooses.26 In the summer of 2017, a series of reports from the Black Sea showed deliberate interference with GPS occurring across a wide area, with ships’ navigation systems showing them tens of kilometres off their actual position. Many were relocated onshore, finding themselves virtually marooned in a Russian airbase – the suspected source of the spoofing effort.27 The Kremlin is surrounded by a similar field, as first discovered by players of Pokémon GO, who found their in-game characters teleported blocks away while trying to play the location-based game in the centre of Moscow.28 (Particularly enterprising players later turned this realisation to their advantage, using electromagnetic shielding and signal generators to collect points without leaving the house.)29 In other cases, workers whose labour is remotely monitored by GPS, such as long-distance lorry drivers, have simply jammed the signal to enable them to take breaks and unauthorised routes – throwing off other users along their paths. Each of these examples illustrates how crucial computation is to contemporary life, while also revealing its blind spots, structural dangers, and engineered weaknesses.

To take another example from aviation, consider the experience of being in an airport. An airport is a canonical example of what geographers call ‘code/space’.30 Code/spaces describe the interweaving of computation with the built environment and daily experience to a very specific extent: rather than merely overlaying and augmenting them, computation becomes a crucial component of them, such that the environment and the experience of it actually ceases to function in the absence of code.

In the case of the airport, code both facilitates and coproduces the environment. Prior to visiting an airport, passengers engage with an electronic booking system – such as SABRE – that registers their data, identifies them, and makes them visible to other systems, such as check-in desks and passport control. If, when they find themselves at the airport, the system becomes unavailable, it is not a mere inconvenience. Modern security procedures have removed the possibility of paper identification or processing: software is the only accepted arbiter of the process. Nothing can be done; nobody can move. As a result, a software crash revokes the building’s status as an airport, transforming it into a huge shed filled with angry people. This is how largely invisible computation coproduces our environment – its critical necessity revealed only in moments of failure, like a kind of brain injury.

Code/spaces increasingly describe more than just smart buildings. Thanks to the pervasive availability of network access and the self-replicating nature of corporate and centralising code, more and more daily activities become dependent on their accompanying software. Daily, even private, travel is reliant on satellite routing, traffic information, and increasingly ‘autonomous’ vehicles – which, of course, are not autonomous at all, requiring constant updates and input to proceed. Labour is increasingly coded, whether by end-to-end logistics systems or email servers, which in turn require constant attention and monitoring by workers who are dependent upon them. Our social lives are mediated through connectivity and algorithmic revision. As smartphones become powerful general-purpose computers and computation disappears into every device around us, from smart home appliances to vehicle navigation systems, the entire world becomes a code/space. Far from rendering the idea of a code/space obsolete, this ubiquity underscores our failure to understand the impact of computation on the very ways in we think.

When an e-book is purchased from an online service, it remains the property of the seller, its loan subject to revocation at any time – as happened when Amazon remotely deleted thousands of copies of 1984 and Animal Farm from customers’ Kindles in 2009.31 Streaming music and video services filter the media available by legal jurisdiction and algorithmically determine ‘personal’ preferences. Academic journals determine access to knowledge by institutional affiliation and financial contribution as physical, open-access libraries close down. The ongoing functionality of Wikipedia relies on an army of software agents – bots – to enforce and maintain correct formatting, build connections between articles, and moderate conflicts and incidences of vandalism. At the last survey, bots counted for seventeen of the top twenty most prolific editors and collectively make about 16 per cent of all edits to the encyclopaedia project: a concrete and measurable contribution to knowledge production by code itself.32 Reading a book, listening to music, researching and learning: these and many other activities are increasingly governed by algorithmic logics and policed by opaque and hidden computational processes. Culture is itself a code/space.

The danger of this emphasis on the coproduction of physical and cultural space by computation is that it in turn occludes the vast inequalities of power that it both relies upon and reproduces. Computation does not merely augment, frame, and shape culture; by operating beneath our everyday, casual awareness of it, it actually becomes culture.

That which computation sets out to map and model it eventually takes over. Google set out to index all human knowledge and became the source and arbiter of that knowledge: it became what people actually think. Facebook set out to map the connections between people – the social graph – and became the platform for those connections, irrevocably reshaping societal relationships. Like an air control system mistaking a flock of birds for a fleet of bombers, software is unable to distinguish between its model of the world and reality – and, once conditioned, neither are we.

This conditioning occurs for two reasons: because the combination of opacity and complexity renders much of the computational process illegible; and because computation itself is perceived to be politically and emotionally neutral. Computation is opaque: it takes place inside the machine, behind the screen, in remote buildings – within, as it were, a cloud. Even when this opacity is penetrated, by direct apprehension of code and data, it remains beyond the comprehension of most. The aggregation of complex systems in contemporary networked applications means that no single person ever sees the whole picture. Faith in the machine is a prerequisite for its employment, and this backs up other cognitive biases that see automated responses as inherently more trustworthy than nonautomated ones.

This phenomenon is known as automation bias, and it has been observed in every computational domain from spell-checking software to autopilots, and in every type of person. Automation bias ensures that we value automated information more highly than our own experiences, even when it conflicts with other observations – particularly when those observations are ambiguous. Automated information is clear and direct, and confounds the grey areas that muddle cognition. Another associated phenomenon, confirmation bias, reshapes our awareness of the world to bring it better into line with automated information, further affirming the validity of computational solutions, to the point where we may discard entirely observations inconsistent with the machine’s viewpoint.33

Studies of pilots in high-tech aircraft cockpits have produced multiple examples of automation bias. The pilots of the Korean Air Lines flight whose destruction led to the emancipation of GPS were victims of the most common kind. Shortly after takeoff from Anchorage, Alaska, on August 31, 1983, the flight crew programmed their autopilot with the heading given to them by air traffic control and handed over control of the plane. The autopilot was preprogrammed with a series of waymarks that would take it through the jetways over the Pacific to Seoul, but due either to a mistake in the settings, or an imperfect understanding of the mechanisms of the system, the autopilot did not continue to follow its preassigned route; rather, it stayed fixed on its initial heading, which took it further and further north of its intended route. By the time it left Alaskan airspace, fifty minutes into the flight, it was twelve miles north of its expected position; as it flew on, its divergence increased to fifty, then a hundred miles from its intended course. Over several hours, investigators related, there were several cues that might have alerted the crew to what was occurring. They noticed, but disregarded, the slowly increasing travel time between beacons. They complained about the poor radio reception as they drifted further from the normal air routes. But none of these effects caused the pilots to question the system, or to double-check their position. They continued to trust in the autopilot even as they entered Soviet military airspace over the Kamchatka Peninsula. As fighter jets were scrambled to intercept them, they flew on. Three hours later, still completely unaware of the situation, they were fired upon by a Sukhoi Su-15 armed with two air-to-air missiles, which detonated close enough to wreck their hydraulic systems. The cockpit transcript of the last few minutes of flight shows multiple failed attempts to re-engage the autopilot, as an automated announcement warns of an emergency descent.34

Such events have been repeated, and their implications confirmed, in multiple simulator experiments. Worse, such biases are not limited to errors of omission, but include those of commission. When the Korean Air Lines pilots blindly followed the directions of an autopilot, they were taking the road of least resistance. But it has been shown that even experienced pilots will take drastic actions in the face of automated warnings, including against the evidence of their own observations. Oversensitive fire warnings in early Airbus A330 aircraft became notorious for causing numerous flights to divert, often at some risk, even when pilots visually checked for signs of fire multiple times. In a study in the NASA Ames Advanced Concepts Flight Simulator, crews were given contradictory fire warnings during preparation for takeoff. The study found that 75 per cent of the crews following the guidance of an automated system shut down the wrong engine, whereas when following a traditional paper checklist only 25 per cent did likewise, despite both having access to additional information that should have influenced their decision. The tapes of the simulations showed that those following the automated system made their decisions faster and with less discussion, suggesting that the availability of an immediate suggested action prevented them looking deeper into the problem.35

Automation bias means that technology doesn’t even have to malfunction for it to be a threat to our lives – and GPS is again a familiar culprit. In their attempt to reach an island in Australia, a group of Japanese tourists drove their car down onto a beach and directly into the sea because their satellite navigation system assured them there was a viable road. They had to be rescued as the tide rose around them, some fifty feet from the shoreline.36 Another group in Washington state drove their car into a lake when they were directed off the main road and down a boat ramp. When emergency services responded, they found the car floating in deep water, with only its roof rack visible.37 For rangers in Death Valley National Park, such occurrences have become so common that they have a term for it: ‘Death by GPS’, which describes what happens when travellers, unfamiliar with the area, follow the instructions and not their senses.38 In a region where many marked roads may be impassable to regular vehicles, and daytime temperatures can reach fifty degrees Celsius with no water available, getting lost will kill you. In these cases, the GPS signal wasn’t spoofed, and it didn’t drift. The computer was simply asked a question, and it answered – and humans followed that answer to their deaths.

At the foundation of automation bias is a deeper bias, firmly rooted not in technology, but in the brain itself. Confronted with complex problems, particularly under time pressure – and who among us is not under time pressure, all the time? – people try to engage in the least amount of cognitive work they can get away with, preferring strategies that are both easy to follow and easy to justify.39 Given the option of relinquishing decision making, the brain takes the road of least cognitive effort, the shortest cut, which is presented near-instantaneously by automated assistants. Computation, at every scale, is a cognitive hack, offloading both the decision process and the responsibility onto the machine. As life accelerates, the machine steps in to handle more and more cognitive tasks, reinforcing its authority – regardless of the consequences. We refashion our understanding of the world to better accommodate the constant alerts and cognitive shortcuts provided by automated systems. Computation replaces conscious thought. We think more and more like the machine, or we do not think at all.

In the lineage of the mainframe, the personal computer, the smartphone and the global cloud network, we see how we have come to live inside computation. But computation is no mere architecture: it has become the very foundation of our thought. Computation has evolved into something so pervasive and so seductive that we have come to prefer to use it even when simpler mechanical, physical, or social processes will do instead. Why speak when you can text? Why use a key when you can use your phone? As computation and its products increasingly surround us, are assigned power and the ability to generate truth, and step in to take over more and more cognitive tasks, so reality itself takes on the appearance of a computer; and our modes of thought follow suit.

Just as global telecommunications have collapsed time and space, computation conflates past and future. That which is gathered as data is modelled as the way things are, and then projected forward – with the implicit assumption that things will not radically change or diverge from previous experiences. In this way, computation does not merely govern our actions in the present, but constructs a future that best fits its parameters. That which is possible becomes that which is computable. That which is hard to quantify and difficult to model, that which has not been seen before or which does not map onto established patterns, that which is uncertain or ambiguous, is excluded from the field of possible futures. Computation projects a future that is like the past – which makes it, in turn, incapable of dealing with the reality of the present, which is never stable.

Computational thinking underlies many of the most divisive issues of our times; indeed, division, being a computational operation, is its primary characteristic. Computational thinking insists on the easy answer, which requires the least amount of cognitive effort to arrive at. Moreover, it insists that there is an answer – one, inviolable answer that can be arrived at – at all. The ‘debate’ on climate change, where it is not a simple conspiracy of petrocapitalism, is characterised by this computational inability to deal with uncertainty. Uncertainty, mathematically and scientifically understood, is not the same as unknowing. Uncertainty, in scientific, climatological terms, is a measure of precisely what we do know. And as our computational systems expand, they show us ever more clearly how much we do not know.

Computational thinking has triumphed because it has first seduced us with its power, then befuddled us with its complexity, and finally settled into our cortexes as self-evident. Its effects and outcomes, its very way of thinking, are now so much a part of everyday life that it appears as vast and futile to oppose as the weather itself. But admitting the myriad ways computational thinking is the product of oversimplification, bad data, and deliberate obfuscation also allows us to recognise the ways in which it fails, and reveals its own limitations. As we shall see, the chaos of the weather itself ultimately lies beyond its reach.

In the margins of his revision copy of Numerical Prediction, Lewis Fry Richardson wrote,


Einstein has somewhere remarked that he was guided towards his discoveries by the notion that the important laws of physics were really simple. R.H. Fowler has been heard to remark that, of two formulae, the more elegant is the more likely to be true. Dirac sought an explanation alternative to that of spin in the electron because he felt that Nature could not have arranged it in so complicated a way. These mathematicians have been brilliantly successful in dealing with mass-points and point-charges. If they would condescend to attend to meteorology the subject might be greatly enriched. But I suspect they would have to abandon the idea that the truth is really simple.40



It took him forty years to formulate, but in the 1960s, Richardson finally found a model for this uncertainty; a paradox that neatly summarises the existential problem of computational thinking. While working on the ‘Statistics of Deadly Quarrels’, an early attempt at the scientific analysis of conflict, he set out to find a correlation between the probability of two nations going to war and the length of their shared border. But he discovered that many of these lengths appeared as wildy different estimates in various sources. The reason, as he came to understand, was that the length of the border depended upon the tools used to measure it: as these became more accurate, the length actually increased, as smaller and smaller variations in the line were taken into account.41 Coastlines were even worse, leading to the realisation that it is in fact impossible to give a completely accurate account of the length of a nation’s borders. This ‘coastline paradox’ came to be known as the Richardson effect, and formed the basis for Benoît Mandelbrot’s work on fractals. It demonstrates, with radical clarity, the counterintuitive premise of the new dark age: the more obsessively we attempt to compute the world, the more unknowably complex it appears.
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Complicity

In the run-up to the London Olympics in 2012, the British state went into characteristic paroxyms of security. Warnings were made about terrorists targeting the games and potential protesters were preemptively detained. MI5 set up a countdown clock to the opening ceremony in their Vauxhall foyer.1 The Royal Navy moored their largest ship, HMS Ocean, in the Thames, with a complement of marines aboard. The army mounted Rapier surface-to-air missiles on tower blocks around the venues (an operation later revealed to be an elaborate, and successful, sales pitch to foreign governments). And the Metropolitan Police announced that they would use drones to watch over the city.2

The last item got me interested. For many years I’ve followed the evolution of unmanned aerial vehicles – drones – from secret military projects into everyday tools of war, and onto the home front in the form of both high-level surveillance platforms and cheap Christmas toys. But British police forces have not exactly had the best of luck with them. Essex Police, the first force to acquire drones, mothballed its programme in 2010. The same year, Merseyside Police were caught flying a drone without a licence from the Civil Aviation Authority (CAA); in 2011, newly licenced, they crashed and lost it in the River Mersey – and decided against replacing it.3

When the games were over, I filed a Freedom of Information request with the Metropolitan Police, asking if they had in fact used drones during the games, and if so, where and under what conditions.4 Their response, some weeks later, surprised me: they refused to confirm or deny that they held any information related to my request. I reformulated the question a number of times: I asked if they had applied for a CAA licence to fly drones, which they refused to answer (although the CAA were happy to tell me that they had not). I asked if they had contracted a third party to fly drones for them, and they refused to answer. I asked what aircraft, of any kind, they owned or leased, and was told they had three helicopters, and would not confirm or deny anything else.

The helicopter response seemed odd: If they would talk about helicopters, why wouldn’t they talk about drones? What makes them so special? Despite repeated efforts to answer the question, including taking my case to the Information Commissioner, the UK’s arbiter on Freedom of Information questions, I never received an answer. Any question about drones was immediately placed under the rubric of possible covert operations, rendering it exempt from public disclosure. It began to feel like drones were a useful shroud under which anything could be hidden. It seems that the spectre of the drone is so powerful, so shadowy, that it can carry not only cameras and weapons systems, but an entire regime of secrecy, a secrecy born of covert military operations that has grown to infect every aspect of civil life. This weaponised secrecy was borne out in the very language with which the police rebuffed my questions. Every time and every way I asked, the response was always the same: ‘We can neither confirm nor deny whether such information is held.’ These words – their very form – originated in the covert history of the Cold War. These words are a kind of magic spell, or political technology, transforming civil life into a conflict between government and the governed as assuredly as any military technology – and creating a new kind of truth in the process.

In March of 1968, the Soviet ballistic missile submarine K-129 was lost in the Pacific with all hands. The West was first alerted to the sinking when the Soviet Navy scrambled a flotilla of ships to K-129’s last known location. They churned up a huge area of sea some 600 miles north of the Midway Atoll, but after weeks of fruitless trawling, naval command called off the search.

The United States, however, had access to a tool the Soviets didn’t possess: a network of underwater listening stations designed to detect nuclear explosions. Trawling not the ocean but the reams of hydrophone data turned up a recording of an implosion event on March 8 – and its echoes had spread far enough to be triangulated from several points, giving an approximate location. A specially configured US submarine was dispatched, and after three weeks of searching it came across the wreck of K-129 lying in more than three miles of water.

The US intelligence community was delighted: in addition to three ballistic missiles, K-129 would have been carrying codebooks and cryptographic equipment. Its recovery, from under the noses of the Soviet Navy, would be one of the intelligence coups of the Cold War. The problem was that three miles was much deeper than any salvage operation ever undertaken, and any attempt to raise the submarine would have to be performed under conditions of utmost secrecy.

Over the next few years, the Central Intelligence Agency contracted with several suppliers of classified technologies to build a unique ship, called the Hughes Glomar Explorer after the billionaire businessman Howard Hughes, who agreed to provide a covering name. The Glomar Explorer was massive, hugely expensive, and topped by a drilling rig twenty metres tall. Lockheed Ocean Systems built a separate, state-of-the-art submersible barge, just to sneak a massive grappling claw into the ship without detection. In public, Hughes claimed that the ship was to be used to mine manganese nodules – accretions of precious metals that litter the ocean floors. Manganese nodules are real, and worth a lot of money, but nobody has ever managed to gather them economically. This didn’t stop a huge industry developing around the possibility in the ’60s and ’70s, largely thanks to the Hughes name and the CIA’s cover story. The ship’s real purpose was to go out and fetch K-129.

Setting sail in 1974, the Glomar Explorer positioned itself above the wreck, opened the hidden doors in its keel, and let down the claw. Having successfully grasped the intact hull of the submarine, it started to lift – but at some point during the operation, the huge steel claw suffered a catastrophic failure, and most of the submarine sheared away. It’s still unknown how much of K-129 was actually recovered, as details have remained classified ever since. Some reports claim that two missiles were recovered; others refer to documents and devices. The only confirmed items were the bodies of six Soviet submariners who were subsequently buried at sea in a steel container, due to radiation fears.

Several months after the operation, the investigative reporter Seymour Hersh at the New York Times got hold of the story. The US government managed to delay publication by claiming that the operation was still ongoing, and that publicity would cause an international incident. A burglary at Hughes’s offices in LA put another reporter onto the story, however, and in February 1975 the Los Angeles Times ran a partial account of the mission, riddled with errors, which led to a media frenzy. The New York Times subsequently went to press with their version of events, and the story became widely known.5

One of the most intriguing aspects of the Glomar operation was the way in which it was performed in plain sight, without anyone knowing what was occurring. From the Hughes cover story, to the submersible barge – which was manoeuvred into position just off the coast of California’s Catalina Island, in full view of beachgoers – to the Soviet ships that sailed within 200 yards of the Explorer while it raised the submarine, the entire process was conducted simultaneously in secret and in the open. The Glomar’s legacy was to be the continuance of this strategy of opacity and misdirection into the realm of everyday life.

In 1981, another journalist, Harriet Ann Phillippi, used Freedom of Information legislation to press the CIA for more detail on the project and its attempted cover-up. The agency formulated a novel response to her request – and invented a new kind of public discourse in the process. Concerned that anything they revealed, knowingly or unknowingly, might be of use to the Soviet adversary, an associate general counsel at the CIA using the pseudonym Walt Logan wrote the following statement: ‘We can neither confirm nor deny the existence of the information requested but, hypothetically, if such data were to exist, the subject matter would be classified, and could not be disclosed.’6

This formulation, which has come to be known in US law as the ‘Glomar response’, creates a third category of statement between affirmation and renunciation, between truth and falsehood. Often shortened to ‘neither confirm nor deny’, or simply NCND, the Glomar response has subsequently escaped from its CIA handlers, leapt the boundaries of National Security, and metastasised through official and public discourse.

A quick search of the internet today reveals that the words ‘neither confirm nor deny’ have infested every aspect of contemporary communication.7 On a single day in September 2017, the phrase appeared in news reports attributed to Brazil’s finance minister (regarding his presidential ambitions), the sheriff’s office of Stanly County, North Carolina (nuisance 911 calls), the University of Johannesburg (corruption allegations), an Argentine goalkeeper (transfer to Zimbabwe), the special adviser to the president of Biafra on media and publicity (terrorist designations), Honda Motorcycles (new models), the New York Police Department (campus surveillance), the Georgia Judicial Qualifications Commission (urinating in court), a Marvel Comics editor (the return of the Fantastic Four), reality star Kylie Jenner’s publicist (possible pregnancy), and the FBI, the Secret Service and the Securities and Exchange Commission (regarding a financial hacking case). To neither confirm nor deny has become an automatic response: a statement of refusal to engage in discussion or disclosure of any kind, and the default position of those from whom – Jenner perhaps aside – we expect trust.

Perhaps we are naive to do so. The concealment of the true nature of the world in order to benefit those in power has a long history. In ancient Egypt, the flooding of the Nile each year was crucial to both agriculture and the state’s revenues. A ‘good’ inundation irrigated the fertile plains along the river and deposited rich nutrients, but there was always the risk that a too-powerful flood would wash away fields and villages, or that too little water would result in drought and famine. Atop this annual cycle, the Egyptian nobility and priesthood built a civilisation of extraordinary wealth and stability, predicated on their ability to predict the arrival and strength of each year’s flood and its likely effects – and the resulting tax levels. Each year, in celebration of the death and rebirth of Osiris, the priests would lead elaborate ceremonies and rituals marking Akhet, the Season of the Inundation, culminating in the announcement of the flood. In turn, the authority of their predictions translated into the authority of theocratic rule. But this authority was not – or at least not only – the gift of the gods. Hidden within the sacred boundaries of temple complexes on islands and riverbanks were structures called nilometers: deep wells dug into the earth and marked with columns or sets of steps, which measured the depth of the water in the river. The nilometers were scientific instruments: read correctly, and compared against centuries of data marked on the walls, the priests and rulers could forecast the behaviour of the river, and make the appropriate pronouncements and preparations. The function, and even existence, of the nilometers was hidden from the lay population. If questioned, the Egyptian priests would no doubt have responded, ‘We can neither confirm nor deny …’

To bring such a scenario back up to date, consider the secret numbers. Since the 1940s, the National Security Agency (NSA) in the United States, and Government Communications Headquarters (GCHQ) in the United Kingdom – and no doubt their counterparts in Russia and China – have been hiring mathematicians at the height of their intellectual powers straight out of the top university maths departments. Once inside these organisations, all of their research is classified and is hidden from the general public. Occasionally, examples of their ingenuity leak out. Diffie–Hellman key exchange, named after the two mathematicians who created it, was first published in 1976 and formed the basis for public key cryptography, widely used today to encrypt Email and web pages.8 But in 1997, the British government declassified documents showing that the process had been invented independently several years earlier by James Ellis, Clifford Cocks and Malcolm Williamson, three mathematicians working at GCHQ.9

Public key cryptography relies on creating mathematical problems for which no efficient solution is known: cracking the code without possessing its key requires a mathematical operation so complex as to be impossible. A common encryption approach is the factorisation of two primes. The encoding is done with a number created by multiplying two very large prime numbers; the keys are those two original numbers. Depending on the size of those numbers, even a supercomputer might take years to discover them. But there are a couple of problems with this assumption. The first is general: while factorisation is powerful if everyone uses different prime numbers, it turns out that most implementations use the same small set of primes over and over again, significantly reducing the complexity of the problem. It’s widely believed by security researchers that NSA, with its massive computers and $11 billion annual budget, has in fact broken a number of commonly used primes, and is thus able to read a significant amount of encrypted communications.10 The advent of quantum computing, in which NSA is investing heavily, will no doubt accelerate this effort.11 But more specifically: think on those thousands of mathematicians, working in secret for more than seventy years in the closed halls of Cheltenham and Fort Meade. They invented public key encryption and didn’t tell anyone about it. In the decades since, who is to say that they have not formulated entirely new fields of mathematics – the secret numbers – that allow for entirely new kinds of calculations? Such revolutions in mathematics have happened before; and if Euclid, Euler or Gauss were working today, there’s a good chance they’d be working for one of the security agencies, and their discoveries would have disappeared into the secret library.

The new dark age is full of such cloudy possibilities. If it sounds far-fetched, simply recall that the CIA spent billions of dollars pulling off the deepest salvage operation in history while keeping it a secret from the public and its enemies, and that it continued to work on technological innovations for decades. It was the CIA, not the US Army or Air Force, that developed and built the first unmanned aerial vehicles – the Predator and Reaper drones that have revolutionised contemporary warfare, and done so by expanding the paranoia and secrecy of the intelligence agency first onto the battlefield, and then across the planet. And for all the CIA’s advances in engineering, it is in information technology that it has invested most heavily, swapping defence contractors like Raytheon and Lockheed Martin for Silicon Valley tech companies like Palantir, which help it infiltrate modern communications and social networks. Or you could remember that in 2012, the even more secretive National Reconnaissance Office, which is charged with satellite surveillance, announced that it was donating two unused space telescopes to the public. NASA officials discovered that, while built in the late 1990s, both exceeded the capabilities of the most powerful civilian version of the technology, the Hubble Space Telescope. Moreover, their short focal length implied that they had been built for looking down, not up. As one science journalist wrote, ‘If telescopes of this caliber are languishing on shelves, imagine what they’re actually using.’12 It is these three-letter agencies, and their equivalents in other countries, that are emblematic of the new dark age. As their power and size has grown over the decades, so huge parts of global history and scientific discovery have simply slipped away into the classified world.

The promulgation of official secrecy is deeply corrosive to the way we know and understand the world because we cannot know our own history, nor understand what we are truly capable of. In 1994, the US government formed a bipartisan committee, the Commission on Government Secrecy, with Senator Daniel Patrick Moynihan as chairman. Moynihan and his colleagues’ task was to examine all aspects of secrecy in the United States, from the classification of documents to security clearances – essentially, what was permitted to be known, and who was permitted to know it. The three-year investigation found that the United States was marking 400,000 new documents every year as top secret, the highest level of classification, and was holding more than 1.5 billion pages of classified material over twenty-five years old.

Moynihan’s final report included the statement that ‘[the] secrecy system has systematically denied American historians access to the records of American history. Of late we find ourselves relying on archives of the former Soviet Union in Moscow to resolve questions of what was going on in Washington at mid-century.’13 Twenty years later, Donald Trump found that even as president he was not able to persuade his own intelligence agencies to release their complete records on the assassination of John F. Kennedy, an event whose murky and often classified history has poisoned the relationship between the American government and its people for decades.14

In the United Kingdom, the situation is far, far worse. In 2011, after a legal fight that lasted more than ten years, a group of Kenyans tortured by colonial authorities won the right to sue the British government. The four complainants, selected from among 6,000 depositions, had all been imprisoned in concentration camps in the 1950s and subjected to appalling abuses. Ndiku Mutua and Paulo Muoka Nzili had been castrated; Jane Muthoni Mara had been raped with bottles filled with boiling water; and Wambugu Wa Nyingi survived the March 1959 Hola Massacre, in which camp guards beat eleven detainees to death, leaving seventy-seven others with debilitating injuries. For years, the British government denied the events, and also denied the existence of any records that would corroborate them, along with the rights of former colonial subjects to challenge their oppressors following independence. Once the last of these objections was overturned by the High Court in London, the government was forced to admit that it did indeed possess such documents – thousands of them.15

Known as the ‘migrated archive’, a huge cache of colonial-era documents was stored at secret sites around the UK for decades, its existence unknown to historians and denied by civil servants. At Hanslope Park in the Midlands, a secretive government research facility, around 1.2 million documents revealed details of the Kenyan ‘pipeline’ system, which historians compared to the Nazi concentration camps. Thousands of men, women, and even children suffered beatings and rape during screening and interrogations. Common torture tactics included starvation, electrocution, mutilation, and forcible penetration, and extended to whipping and burning detainees to death. The files also contained details of colonial activities in at least thirty-seven other nations, including massacres of villagers during the Malayan emergency, the systematic subversion of democracy in British Guiana, the operation of Army Intelligence torture centres in Aden, and the planned testing of poison gas in Botswana.

The migrated archive also contained evidence that it was only a small part of a much larger, and largely destroyed, hidden history. Accompanying the remaining files – most of which have still not been released – are thousands of ‘destruction certificates’: records of absences that attest to a comprehensive programme of obfuscation and erasure. In the dying years of the British Empire, colonial administrators were instructed to gather up and secure all the records they could, and either burn them or ship them to London. This was known as Operation Legacy, and was intended to ensure the whitewashing of colonial history. Government offices, assisted by MI5 and Her Majesty’s Armed Forces, either built pyres or, when the smoke became too obvious, packed them into weighted crates and sunk them offshore, in order to protect their secrets from the governments of newly independent nations – or from future historians.

Even when incriminating evidence survives for decades, it isn’t safe. Until 1993, a collection of 170 boxes of documents flown to Britain as part of Operation Legacy were stored in London, where they were marked ‘Top Secret Independence Records 1953 to 1963’. According to remaining records, they took up seventy-nine feet of shelf space in room 52A of Admiralty Arch, and included files on Kenya, Singapore, Malaya, Palestine, Uganda, Malta, and fifteen other colonies. A surviving partial inventory notes that the Kenyan files included documents about the abuse of prisoners and about psychological warfare. One batch, entitled ‘Situation in Kenya – Employment of Witch Doctors by CO [Colonial Office]’, carried the warning, ‘This file to be processed and received only by a male clerical officer.’16 In 1992, perhaps afraid that a Labour victory in the upcoming general election would lead to a new period of openness and disclosure, the Foreign Office ordered thousands of documents shipped to Hanslope Park. In the process, the top secret independence records simply disappeared. No destruction certificates were issued, and no record has been found in other archives. By law, the documents should have been transferred to the National Archives, or their further classification justified, but instead they were simply expunged from the record. Historians have been forced to the conclusion that, fifty years after the events they documented took place, the only remaining records were destroyed in the heart of the British capital.

The brutality in Kenya was ‘distressingly reminiscent of conditions in Nazi Germany or communist Russia’, wrote the colony’s own attorney general to its British governor in 1957.17 Nevertheless, he agreed to write new legislation permitting it, as long as it was kept secret. ‘If we must sin, we must sin quietly’, he affirmed. Operation Legacy was a deliberate and knowing effort to obscure the violence and coercion that enabled imperialism, and its manipulation of history prevents us from reckoning with the British Empire’s legacy of racism, covert power, and inequality today. Moreover, the habit of secrecy it engendered permits its abuses to continue into the present day. The torture techniques developed in colonial Kenya were refined into the ‘five techniques’ deployed by the British Army in Northern Ireland, and then into the CIA’s ‘enhanced interrogation’ guidelines. In 1990, the police archive at Carrickfergus, which contained vital evidence regarding the actions of the British state in Northern Ireland, was destroyed by arson. Evidence increasingly links the fire to the British Army itself. When investigators tried to establish whether CIA rendition flights had stopped over on the British territory of Diego Garcia, they were told that the flight records were ‘incomplete due to water damage’.18 It’s hard to think of a more apt, or horrible, excuse: having failed to cover up its waterboarding of detainees, the intelligence agencies resorted to waterboarding information itself.

Looking back over this litany of deception suggests that we have been living in a dark age for quite some time, and there are signs that contemporary networks are making it harder to hide the sins of the past – or the present. But for this to be true, we would have to be getting better not only at spotting the signs of obfuscation, but also at acting to curb it. As the torrent of revelations about global surveillance practices released over the last five years have shown, awareness of this corrosion rarely translates into remedy.

When the first headlines about the activities of NSA and GCHQ started to appear in newspapers around the world in June of 2013, there was an initial uproar. Both agencies, it was shown, had been spying on millions of people globally, including their fellow citizens, in collusion with other governments and the corporations that largely administer the internet. First it was revealed that 120 million Verizon customers in the United States were being closely monitored, with both participants in every call having their phone numbers logged, together with their locations, and the time and duration of the call. This data was collected by the phone company before being turned over to the FBI, who in turn passed it to NSA. The next day came the exposure of the PRISM operation, which gathered up all of the data passing through the servers of the largest internet companies – including emails, documents, voice and video chats, and pictures and videos from Microsoft, Yahoo, Google, Facebook, YouTube, Skype, Apple and others. A short time later, it was revealed that the intelligence agencies’ reach went even deeper into the system, including the collection of raw data from the actual cables that carry information around the world. When asked what it was like to use NSA’s back end system, XKeyscore, Edward Snowden replied, ‘You could read anyone’s email in the world, anybody you’ve got an email address for. Any website: You can watch traffic to and from it. Any computer that an individual sits at: You can watch it. Any laptop that you’re tracking: you can follow it as it moves from place to place throughout the world.’19

It became clear that the international nature of the internet meant that there was no possible restriction on its surveillance, no objection to governments spying upon their own citizens; everyone was a foreigner to someone, and once the data was collected it went into the pot. The vampire squid kept expanding: first it was NSA and GCHQ; next it was the ‘Five Eyes’ of the United States, United Kingdom, Australia, New Zealand and Canada, which the ‘Nine Eyes’ expanded to Denmark, France, the Netherlands and Norway; then it was the SIGINT Seniors Europe, or ‘Fourteen Eyes’ group, with Germany, Belgium, Italy, Spain and Sweden all joining in – even when it was obvious that their own politicians, embassies, trade missions and UN delegations were the target of the other side. Chancellor Angela Merkel of Germany complained that her private cell phone was tapped during the same period her own Federal Intelligence Service, the BND, was handing over troves of information on European citizens, defence contractors and critical industries.20 Every private detail of the personal lives of billions of internet and phone users sloshed around inside vast tanks of data, the scale and size of which exceeded what was previously considered to be even technically possible.

A programme called Optic Nerve specifically targeted the webcams of Yahoo Messenger users, the most popular chat programme for commodities traders and horny teenagers alike. From each broadcast, one still image was saved every five minutes – a limit supposedly enforced ‘to comply with human rights legislation’ – and run through facial recognition software to identify participants. GCHQ was forced to implement additional controls to protect staff from the significant proportion of the data that revealed ‘undesirable nudity’.21 Stories emerged of NSA contractors searching the emails and text messages of spouses, lovers, exes and crushes, a practice sufficiently widespread to gain its own jokey codename, LOVEINT, and demonstrating the ease with which the system could be accessed.22 Other code words revealed the preoccupations and dark humour of their creators. Regin, a piece of malware used to infiltrate telecom systems in Belgium and the Middle East, contained cricket-themed code words like LEGSPIN and WILLISCHECK, believed to refer to English fast bowler Bob Willis.23 Another GCHQ operation to harvest IP addresses of website visitors was code-named KARMA POLICE, apparently after the Radiohead song of the same name, which includes the lyric, ‘This is what you’ll get when you mess with us.’24

The stories continued for months, obscure technological jargon became common knowledge, and poorly designed Powerpoint slides were seared into the memory of millions. Code words multiplied, becoming a kind of sinister poetry: TEMPORA, MUSCULAR, MYSTIC, BLARNEY and BOUNDLESS INFORMANT; NOSEY SMURF, HIDDEN OTTER, CROUCHING SQUIRREL, BEARDED PIGGY and SQUEAKY DOLPHIN. Ultimately, these endless lists come to obscure the practical reality of a global surveillance system that is irreducible to its component parts. As Edward Snowden wrote in his first email to the filmmaker Laura Poitras, ‘Know that every border you cross, every purchase you make, every call you dial, every cell phone tower you pass, friend you keep, article you write, site you visit, subject line you type, and packet you route, is in the hands of a system whose reach is unlimited but whose safeguards are not.’25 But what remains most striking, just a few years after the revelations, is ultimately not their extent, but how obvious they should have been – and how little has changed.

The existence of a concerted technological effort to intercept civilian communications has been known since at least 1967, when a telegraphist named Robert Lawson walked into the offices of the Daily Express in London and informed the investigative journalist Chapman Pincher that every cable or telegram that entered or left the UK was collected each day by a Ministry of Public Buildings and Works van and taken to an Admiralty building to be examined, before being returned. The story ran in the next day’s paper, making clear that the cable intercepts were part of a much larger operation involving phone taps and the opening of letters. At the time, the existence of GCHQ was not even known to the public, and even when the government’s own commission of inquiry into the affair both confirmed that the reporting was accurate, and denounced a number of official statements as misleading, the affair slipped quickly from the public memory.

In 2005, eight years before the Snowden revelations, the New York Times revealed that in the aftermath of 9/11 the NSA had been granted extensive secret powers by President George W. Bush to spy on US communications without the need for a warrant.26 The article revealed the existence of a project, which had been code-named Stellar Wind, for building a vast database of the communications of American citizens, including email communications, telephone conversations, financial transactions, and internet activity. A former NSA analyst, William Binney, went on the record to confirm the extent of the programme, and it was attacked in the press for its clear overstepping of constitutional protections. The project had already been the subject of internal government turmoil when it was discovered that, contrary to the presidential authorisation, the NSA was not only tapping communications with a foreign connection, but collecting data on all the communications it could. The White House’s response was simply to reauthorise the programme under a different rubric. Binney continued to make noise about the project over subsequent years, and as late as 2012 Wired magazine carried a report on the NSA’s construction of a vast new data centre in Utah that suggested that Stellar Wind was still active, quoting Binney on its capabilities.27

In May 2006, an AT&T contractor named Mark Klein revealed that the NSA had the capability to monitor huge amounts of communications. In 2002, he had met an NSA agent who was recruiting AT&T management for a special project; the following year he discovered a secret room inside the largest San Francisco telephone exchange, which only the technician recruited by NSA was allowed to enter. The room was adjacent to the machinery that routed all public telephone calls. Klein himself was subsequently put to work in another room in the exchange; this one handled internet traffic for a company called Worldnet. Klein’s job involved splitting the fibre-optic cables in certain circuits and routing them to the secret room. These specific circuits were the ones that connected Worldnet’s customers with the rest of the internet, and discussions with other AT&T employees revealed that similar splitter cabinets had been installed in exchanges in other cities. In each case, the diverted fibre led to a NarusInsight ‘semantic analyser’ machine, which could sift through huge amounts of information to pick out preprogrammed words and phrases.28 The size of the ‘take’ strongly implied that NSA was monitoring not only foreign communications, but indiscriminately hoovering up domestic traffic as well. A lawsuit against AT&T, based on Klein’s evidence and filed by the Electronic Frontier Foundation, alleged as much; but while it became a major media story, it was blocked by the US government, which quickly passed retroactive legislation to make the company immune from legal action.

And even without such revelations, why was nobody looking? The scale of the black budget was there for anyone to see; the listening stations built for the Cold War were still humming away, even expanding; the fields of antennae and satellite dishes appeared on Google Maps, perched on white cliffs over the cable landing sites. GCHQ even had a trade union until 1984, when it was very publicly banned by Margaret Thatcher in one of the longest running labour disputes of the twentieth century. Yet discussions of the agencies’ capabilities remained the preserve of students of intelligence – and, as we will see in the next chapter, fodder for conspiracy theorists.

It wasn’t until the 2013 release of documents by Edward Snowden that some kind of critical paranoid mass was achieved. Why this should have been the case is debatable; perhaps it was the sheer volume of it, and its visual and narrative flair. It overflowed our ability to ignore it, simply by keeping on coming, day after day, in a welter of buzzwords and ridiculous project names and eye-searing Powerpoint slides, like a never-ending marketing meeting with Satan himself. Perhaps it was Snowden’s own story that so powerfully captured our attention: his sudden appearance in Hong Kong, his flight to Russia, the need for a young, elusive protagonist to carry the narrative. Snowden’s revelations were also the first to connect known NSA and GCHQ programmes – to reveal their total operational entanglement, and thus the ways in which global surveillance made everyone into a target, negating any possibility of being protected by the perceived superiority of one’s own government.

And yet, no action. In the United States, proposals to end warrantless wiretapping and curb the blanket collection of data by the intelligence agencies, such as the Amash–Conyers Amendment, have been defeated in both houses of Congress, while other bills remain stuck in committees. The USA FREEDOM Act – formally titled the Uniting and Strengthening America by Fulfilling Rights and Ending Eavesdropping, Dragnet-collection and Online Monitoring Act – passed into law on June 2, 2015, essentially reinstating the Patriot Act, which expired the day before. While much touted as a regulatory response to the Snowden revelations, the act left most of the NSA’s capabilities intact, including blanket collection of metadata – every detail of a communication except its content, which could subsequently be acquired through a secret subpoena. In any case, the act could at any time be subverted by presidential decree, just as previous versions were in the years after 9/11, and overseas operations remain entirely undisturbed. A process that was founded on the systematic and covert overruling of law was never going to be reversed by more legislation. The British government, which never passed any law preventing GCHQ surveillance of its own citizens before or after the revelations, contented itself with issuing increasingly draconian censorship demands, known as D-Notices, to newspapers reporting on the affair. In the face of the ongoing global war on terror and an industrial intelligence complex of almost unimaginable power, the rest of the world could simply protest in vain.

Ultimately, the public appetite for confronting the insane, insatiable demands of the intelligence agencies was never there and, having briefly surfaced in 2013, has fallen off, wearied by the drip-drip of revelation and the sheer existential horror of it all. We never really wanted to know what was in those secret rooms, those windowless buildings in the centre of the city, because the answer was always going to be bad. Much like climate change, mass surveillance has proved to be too vast and destabilising an idea for society to really get its head around. Like awkward, half-joking, half-terrified conversations about the weather, it has become merely another whining hum of paranoia in the background of everyone’s daily routines. Thinking about climate change spoils the weather, rendering it an existential threat even when it’s nice. Thinking about mass surveillance spoils phone calls, emails, cameras, and pillow talk. Its black ichor coats the things we touch every day. Its implications stretch so deep into our everyday lives that it’s easier to add it to the long list of things we simply agree not to think.

This is a pity, because there’s much that remains to be thought and argued about regarding mass surveillance – indeed, of any surveillance, and of any image entered as evidence. Global mass surveillance relies on political secrecy and technological opacity, and the two feed upon one another. While governments have always spied on their own people as well as their enemies, their ability to eavesdrop on every moment of life has been radically enhanced by networks and processing power – by the spread of computation into the walls of every home and down every street, into our workplaces and into our pockets. Technical possibility breeds political necessity, because no politician wants to be accused of not doing enough in the aftermath of some atrocity or exposé. Surveillance is done because it can be done, not because it is effective; and, like other implementations of automation, because it shifts the burden of responsibility and blame onto the machine. Collect it all, and let the machines sort it out.

In testimony to a British parliamentary committee in 2016, the aforementioned NSA whistle-blower William Binney asserted that bulk collection of data by the intelligence agencies was ‘99 per cent useless’. The reason he gave for this was that the sheer volume of information collected swamped analysts, making it impossible to pick out the relevant data to address specific threats. This is a warning that has been sounded many times before, but its implications have not been heeded – indeed, they have been exacerbated. Following the attempted bombing of a flight from Amsterdam to Detroit on Christmas Day, 2009, President Obama himself admitted that too much intelligence was the problem: ‘This was not a failure to collect intelligence, [but] a failure to integrate and understand the intelligence that we already had,’ he stated.29 A French counterterrorism official commented on the case that ‘about the time we’re overcome with envy and awe at the reach and depth of American intelligence-gathering capacity, we start to feel really lucky at not having to process the impossible mass of information it generates’.30

The computational excesses of mass surveillance are seen too in the US drone programme, which for years has been dogged by problems of analysis and interpretation. As the drones multiply and their flight times increase, so do the resolution and bandwidth of the cameras they carry, exponentially exceeding our ability to monitor them. As far back as 2010, one of the US Air Force’s most senior commanders was warning that it could soon be ‘swimming in sensors and drowning in data’.31 More information, even for the most advanced information-processing organisations, does not correspond to more understanding. Rather, it confuses and conceals, becoming a spur to further complexity: an arms race akin to the weather forecasting problem, where computation desperately attempts to outrun time itself. As William Binney described in his evidence to the UK parliament, ‘The net effect of the current approach is that people die first, even if historic records sometimes can provide additional information about the killers (who may be deceased by that time).’32

On multiple levels, mass surveillance simply doesn’t work. Studies have repeatedly shown that mass surveillance generates little to no useful information for counterterrorism offices. In 2013, the President’s Review Group on Intelligence and Communications Technologies declared mass surveillance ‘not essential to preventing attacks’, finding that most leads were generated by traditional investigative techniques such as informants and reports of suspicious activities.33 Another 2014 report by the New American Foundation described the government claims about the success of surveillance programmes in the wake of the 9/11 attacks as ‘overblown and even misleading’.34

At the other end of the spectrum, analysis of the deployment of closed-circuit television in public spaces has shown it to be just as ineffective, in much the same ways as global surveillance. It is vastly expensive, it diverts funding and attention from other approaches to the issues it seeks to address, and it has little appreciable effect. Often cited as a deterrent, it is no such thing. When San Francisco installed hundreds of security cameras in the mid 2000s, the number of homicides within 250 feet of the cameras went down – and spiked in the next 250 feet. People just moved down the street to kill each other.35 CCTV, like global surveillance, serves only to heighten the background hum of paranoia, increasing fears of crime and control while doing nothing to address them. CCTV and mass surveillance are both essentially retroactive and retributive: more intelligence may be gathered, and more arrests made, but only once the crime has been committed. The critical event has already occurred, and the underlying causes are always ignored.

Considering the efficacy of surveillance in this way forces us to reflect on our own strategies for opposing abuses of power. Does throwing light on the subject really help? Improved lighting has long been one of the axioms of security theatre itself, but the installation of lighting on city streets has as often been followed by a rise in crime as it has preceded a fall.36 Criminals may be as emboldened by the light as any victim: when everything is well lit, the malicious look a lot less suspicious, and they know when the coast is clear. Bright light makes people feel safer, but it doesn’t actually make them safer.37

The exposure of the darkest activities of the intelligence agencies has failed to curb them; rather it has reassured the public, while legitimising these same activities. Operations that formerly took place in a hazy zone of obscurity and deniability have been codified in law, and not to our advantage.

Perhaps, while we laud the visual impact of the Snowden revelations for stimulating a debate on mass surveillance, we need to consider that their very visuality provided a distraction from understanding its underlying mechanisms and persistence. If on the one hand we can argue that surveillance fails because of its reliance on images over understanding, and its belief in a single, justificatory narrative, then how can we argue on the other hand that surveillant approaches to countering it will succeed? Yet this is exactly what we do. In opposition to secrecy, we assert transparency. Our demands for clarity and openness may appear to be a counter to opacity and classification, but they end up asserting the same logics. Under this analysis, the National Security Agency and Wikileaks share the same worldview, with differing ends. Both essentially believe that there is some secret at the heart of the world that, if only it can be known, will make everything better. Wikileaks wants transparency for all; the NSA only wants transparency for some – its enemies; but both function according to the same philosophy.

Wikileaks’ original intent was not to become a kind of mirror to the NSA, but to break the whole machine. In 2006, in the very early days of Wikileaks, Julian Assange wrote an analysis of conspiratorial systems of government and how they can be attacked, entitled ‘Conspiracy as Governance’. For Assange, all authoritarian systems are conspiracies because their power depends on keeping secrets from their peoples. Leaks undermine their power, not because of what is leaked, but because increased internal fear and paranoia degrades the system’s ability to conspire. What is damaging is the act of leaking itself, not the contents of any specific leak.38 As Wikileaks entered the public eye and Assange himself became an increasingly powerful and arrogant figure, the organisation became involved in a series of feuds with the intelligence agencies – and ultimately a tool for states to attack one another – and this realisation was lost. What replaced it was a mistaken belief in the power of the ‘smoking gun’: the single source or piece of evidence that would bring down authority.

The problem of the smoking gun besets every strategy that depends on revelation to move opinion. Just as the activities of the intelligence agencies could have been inferred long before the Snowden revelations by multiple reports over decades, so other atrocities are ignored until some particular index of documentary truthfulness is attained. In 2005, Caroline Elkins published a thorough account of British atrocities in Kenya, but her work was widely criticised for its reliance on oral history and eyewitness accounts.39 It was only when the British government itself released documents that confirmed these accounts that they were accepted, becoming part of an acknowledged history. The testimony of those who suffered was ignored until it conformed to the account offered by their oppressors – a form of evidence that, as we have seen, will never be available for a multitude of other crimes. In the same manner, the cult of the whistle-blower depends upon the changing conscience of those already working for the intelligence services; those outside such organisations are left without agency, waiting helplessly for some unknown servant of government to deign to publish what they know. This is a fundamentally insufficient basis for moral action.

Just as the availability of vast computational power drives the implementation of global surveillance, so its logic has come to dictate how we respond to it, and to other existential threats to our cognitive and physical well-being. The demand for some piece of evidence that will allow us to assert some hypothesis with 100 per cent certainty overrides our ability to act in the present. Consensus – such as the broad scientific agreement around the urgency of the climate crisis – is disregarded in the face of the smallest quantum of uncertainty. We find ourselves locked in a kind of stasis, demanding that Zeno’s arrow hit the target even as the atmosphere before it warms and thickens. The insistence upon some ever-insufficient confirmation creates the deep strangeness of the present moment: everybody knows what’s going on, and nobody can do anything about it.

Reliance on the computational logics of surveillance to derive truth about the world leaves us in a fundamentally precarious and paradoxical position. Computational knowing requires surveillance, because it can only produce its truth from the data available to it directly. In turn, all knowing is reduced to that which is computationally knowable, so all knowing becomes a form of surveillance. Thus computational logic denies our ability to think the situation, and to act rationally in the absence of certainty. It is also purely reactive, permitting action only after sufficient evidence has been gathered and forbidding action in the present, when it is most needed.

The operation of surveillance, and our complicity in it, is one of the most fundamental characteristics of the new dark age, because it insists on a kind of blind vision: everything is illuminated, but nothing is seen. We have become convinced that throwing light upon the subject is the same thing as thinking it, and thus having agency over it. But the light of computation just as easily renders us powerless – either through information overload, or a false sense of security. It is a lie we have been sold by the seductive power of computational thinking.

Consider an example from the network itself. Some time prior to May 2016, James O’Reilly, a resident of Fort McMurray in Alberta, Canada, installed a Canary security system in his home. The Canary suite of products, like Google’s Home offerings, perfectly embodies the logic of surveillance and computational thinking: a series of cameras, sensors, and alarms – linked together and through the internet – provide total situational awareness of the home in real time, and the promise of protection and peace of mind through the agency of the all-seeing machines.

On May 1, 2016, a wildfire started in the boreal forest to the southwest of Fort McMurray and, fanned by strong winds, spread towards the town. On May 3, a mandatory eviction order was issued, and 88,000 people abandoned their homes, including O’Reilly. As he was driving away, his iPhone pinged with a notification from the home security system, and started to live stream video, which was later posted to YouTube.40

The video opens with a shot of O’Reilly’s living room: table lamps are still illuminated, as are the lights of a fish tank, in which goldfish continue to swim. The trees outside the window are shaken by a strong wind, but nothing seems untoward. Over the next few minutes, shadows start to beat against the door, resolving slowly into billowing smoke. After another minute, the window has turned black, and the frame catches. Fire shatters first the blind, and then the window itself. Smoke pours into the room, and it is gradually obscured. The camera switches to black-and-white night vision. In the growing darkness, an alarm sounds intermittently, but it finally falls silent, and all that can be heard is the crackling of the flames.

It is a nightmarish scene, yet one that seems to embody the conditions of a new dark age. Our vision is increasingly universal, but our agency is ever more reduced. We know more and more about the world, while being less and less able to do anything about it. The resulting sense of helplessness, rather than giving us pause to reconsider our assumptions, seems to be driving us deeper into paranoia and social disintegration: more surveillance, more distrust, an ever-greater insistence on the power of images and computation to rectify a situation that is produced by our unquestioning belief in their authority.

Surveillance does not work, and neither does righteous exposure. There is no final argument to be made on either side, no clinching statement that will ease our conscience and change the minds of our opponents. There is no smoking gun, no total confirmation or clear denial. The Glomar response, rather than the dead words of a heedless bureaucracy, turns out to be the truest description of the world that we can articulate.
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In May 2013, Google invited a select group of around 200 guests to the Grove Hotel in Hertfordshire, England, for its annual Zeitgeist conference. Held every year since 2006, and followed by a public ‘big tent’ event in the hotel’s grounds, the two-day gathering is intensely private, with only selected speakers’ videos being released online. Over the years, the conference has featured talks by former US presidents, royalty, and pop stars, and the 2013 guest list included several heads of state and government ministers, CEOs of many of the largest European corporations, and the former chief of the British armed forces, alongside Google directors and motivational speakers. Several of the attendees, including Google’s own CEO Eric Schmidt, would return to the same hotel a month later for the annual and even more secretive Bilderberg Group meeting of the world’s political elite.1 Topics in 2013 included ‘Action This Day’, ‘Our Legacy’, ‘Courage in a Connected World’, and ‘The Pleasure Principle’, with a succession of speeches urging some of the most powerful people in the world to support charity initiatives and seek their own happiness.

Schmidt himself opened the conference with a paean to the emancipatory power of technology. ‘I think we’re missing something,’ he said, ‘maybe because of the way our politics works, maybe because of the way the media works. We’re not optimistic enough … The nature of innovation, the things that are going on both at Google and globally are pretty positive for humankind and we should be much more optimistic about what’s going to happen going forward.’2

In the discussion session that followed, in response to a question that suggested George Orwell’s 1984 as a counterexample to such utopian thinking, Schmidt cited the spread of cell phones – and particularly of cell phone cameras – to illustrate how technology improved the world:


It’s very, very difficult to implement systemic evil now in an Internet age, and I’ll give you an example. We were in Rwanda. Rwanda in 1994 had this terrible … essentially genocide. 750,000 people were killed over a four-month period by machetes, which is a horrific, horrific way to do this. It required planning. People had to write it down. What I think about is in 1994, if everyone had a smartphone it would have been impossible to do that; that people would have actually noticed this was going on. The plans would have been leaked. Somebody would have figured it out and somebody would have reacted to prevent this terrible carnage.3



Schmidt’s – and Google’s – worldview is one that is entirely predicated on the belief that making something visible makes it better, and that technology is the tool to make things visible. This view, which has come to dominate the world, is not only fundamentally wrong; it is actively dangerous, both globally and in the specific instance that Schmidt states.

The wide spectrum of information that global policy makers possessed – particularly the United States, but also including the former colonial powers in the region, Belgium and France – both in the months and weeks preceding the genocide, and while it was occurring, has been exhaustively documented.4 Multiple countries had embassy and other staff on the ground, as did NGOs, while the UN, foreign and state departments, militaries and intelligence groups all monitored the situation and withdrew personnel in response to the escalating crisis. The National Security Agency listened in to, and recorded, the now-notorious nationwide radio broadcasts calling for a ‘final war’ to ‘exterminate the cockroaches’. (General Roméo Dallaire, the commander of the UN peacekeeping operation in Rwanda at the time of the genocide, later commented that ‘simply jamming [the] broadcasts and replacing them with messages of peace and reconciliation would have had a significant impact on the course of events’.)5 For years, the United States denied that it possessed any direct evidence of the atrocities as they were occurring, but in the trial of one Rwandan genocidaire in 2012, the prosecution unexpectedly produced high-resolution satellite photos shot over the country in May, June, and July of 1994, throughout the course of the ‘one hundred days of genocide’.6 The images – drawn from a much larger trove classified by the National Reconnaissance Office and the National Geospatial-Intelligence Agency – depicted roadblocks, destroyed buildings, mass graves, and even bodies lying in the streets of Butare, the former capital.7

The situation repeated itself in the Balkans in 1995, when CIA operatives watched the massacre of some 8,000 Muslim men and boys at Srebrenica from their situation room in Vienna via satellite.8 Days later, photographs from a U-2 spy plane showed the freshly dug mounds of mass graves: evidence that wasn’t shown to President Clinton until a month later.9 But institutional inertia cannot really be blamed, as the kind of distributed image making that Schmidt calls for has since come to pass. Today, satellite images of mass graves are no longer the preserve of military and state intelligence agencies. Instead, before-and-after images of trenches filled with murdered bodies, such as those in the grounds of the Daryya Mosque, south of Damascus, in 2013, are available on Google Maps.10

In all of these cases, surveillance reveals itself as a wholly retroactive enterprise, incapable of acting in the present and entirely subservient to the established and utterly compromised interests of power. What was missing in Rwanda and Srebrenica was not evidence of an atrocity, but the willingness to act upon it. As one investigative report on the Rwandan killings noted, ‘Any failure to fully appreciate the genocide stemmed from political, moral, and imaginative weaknesses, not informational ones.’11 This statement feels like it could be the punchline to this book: a damning indictment of our ability to either ignore or seek more raw information, when the problem is not with our knowing, but with our doing.

Such a denunciation of the degraded power of the image should not, however, be taken as support of Schmidt’s position that more images or more information, however democratically and distributedly generated, would have helped. The very technology that Schmidt insists upon as a counter to systemic evil, the smartphone, has been shown again and again to amplify violence and expose individuals to its ravages. Following Kenya’s disputed election result in 2007, the place of the radio stations in Rwanda was taken by the cell phone, and the swirling violence was fed by circulating text messages urging ethnic groups on both sides to slaughter one another. Over 1,000 people were killed. One widely shared example exhorted people to make and send lists of their enemies:


We say no more innocent Kikuyu blood will be shed. We will slaughter them right here in the capital city. For justice, compile a list of Luos and Kalus(ph) you know at work or in your estates, or elsewhere in Nairobi, plus where and how their children go to school. We will give you numbers to text this information.12



The problem of hate messages was so severe that the government attempted to circulate its own messages of peace and reconciliation, and humanitarian NGOs blamed the worsening cycle of violence directly on the escalating rhetoric within the closed, inaccessible communities created by cell phones. Subsequent studies have found that across the continent, even when income inequality, ethnic fractionalisation and geography are taken into account, increases in cell phone coverage are associated with higher levels of violence.13

None of this is to argue that the satellite or the smartphone themselves create violence. Rather, it is the uncritical, unthinking belief in their amoral utility that perpetuates our inability to rethink our dealings with the world. Every unchallenged assertion of the neutral goodness of technology supports and sustains the status quo. The Rwanda claim simply does not stand – in fact, the reverse is true, and Schmidt, one of the world’s most powerful facilitators of data-driven digital expansion, with a crowd of global business and government leaders as his audience, is not merely wrong, but dangerously so.

Information and violence are utterly and inextricably linked, and the weaponisation of information is accelerated by technologies that purport to assert control over the world. The historical association between military, government, and corporate interests on the one hand, and the development of new technologies on the other, makes this clear. The effects are seen everywhere. And yet we continue to place an inordinate value upon information that locks us into repeated cycles of violence, destruction, and death. Given our long history of doing exactly the same thing with other commodities, this realisation should not and cannot be dismissed.

The phrase ‘data is the new oil’ was apparently coined in 2006 by Clive Humby, the British mathematician and architect of the Tesco Clubcard, a supermarket reward programme.14 Since then, it has been repeated and amplified, first by marketers, then by entrepreneurs, and ultimately by business leaders and policy makers. In May 2017, the Economist devoted an entire issue to the proposition, declaring that ‘smartphones and the internet have made data abundant, ubiquitous and far more valuable … By collecting more data, a firm has more scope to improve its products, which attracts more users, generating even more data, and so on.’15 The president and CEO of Mastercard told an audience in Saudi Arabia, the world’s largest producer of actual oil, that data could be as effective as crude as a means of generating wealth (he also said it was a ‘public good’).16 In British parliamentary debates on leaving the European Union, data’s oily qualities were cited by Members of Parliament on both sides.17 Yet few such citations address the implications of long-term, systemic and global reliance on such a poisonous material, or the dubious circumstances of its extraction.

In Humby’s original formulation, data resembled oil because ‘it’s valuable, but if unrefined it cannot really be used. It has to be changed into gas, plastic, chemicals, etc to create a valuable entity that drives profitable activity; so must data be broken down, analyzed for it to have value.’18 The emphasis on the work required to make information useful has been lost over the years, aided by processing power and machine intelligence, to be replaced by pure speculation. In the process of simplification, the analogy’s historical ramifications, as well as its present dangers and its long-term repercussions, have been forgotten.

Our thirst for data, like our thirst for oil, is historically imperialist and colonialist, and tightly tied to capitalist networks of exploitation. The most successful empires have always promulgated themselves through a selective visibility: that of the subaltern to the centre. Data is used to map and classify the subject of imperialist intention, just as the subjects of empires were forced to register and name themselves according to the diktats of their masters.19 The same empires first occupied, then exploited, the natural reserves of their possessions, and the networks they created live on in the digital infrastructures of the present day: the information superhighway follows the networks of telegraph cables laid down to control old empires. While the fastest data routes from West Africa to the world still run through London, so the British-Dutch mutinational Shell continues to exploit the oil of the Nigerian delta. The subsea cables girding South America are owned by corporations based in Madrid, even as countries there struggle to control their own oil profits. Fibre-optic connections funnel financial transactions by way of offshore territories quietly retained through periods of decolonisation. Empire has mostly rescinded territory, only to continue its operation at the level of infrastructure, maintaining its power in the form of the network. Data-driven regimes repeat the racist, sexist, and oppressive policies of their antecedents because these biases and attitudes have been encoded into them at the root.

In the present, the extraction, refinement, and use of data/oil pollutes the ground and air. It spills. It leaches into everything. It gets into the ground water of our social relationships and it poisons them. It enforces computational thinking upon us, driving the deep divisions in society caused by misbegotten classification, fundamentalism and populism, and accelerating inequality. It sustains and nourishes uneven power relationships: in most of our interactions with power, data is not something that is freely given but forcibly extracted – or impelled in moments of panic, like a stressed cuttlefish attempting to cloak itself from a predator.

The ability of politicians, policy makers and technocrats to talk approvingly of data/oil today should be shocking, given what we know about climate change, if we were not already so numb to their hypocrisy. This data/oil will remain hazardous well beyond our own lifetimes: the debt we have already accrued will take centuries to dissipate, and we have not come close as yet to experiencing its worst, inevitable effects.

In one key respect, however, even a realistic accounting of data/oil is insufficient in its analogous power, for it might give us false hope of a peaceful transfer to an information-free economy. Oil is, despite everything, defined by its exhaustibility. We are already approaching peak oil, and while every oil shock prompts us to engage and exploit some new territory or some destructive technology – further endangering the planet and ourselves – the wells will eventually run dry. The same is not true of information, despite the desperate fracking that appears to be occurring when intelligence agencies record every email, every mouse click, and the movements of every cell phone. While peak knowledge may be closer than we think, the exploitation of raw information can continue infinitely, along with the damage it does to us and our ability to reckon with the world.

In this, information more closely resembles atomic power than oil: an effectively unlimited resource that still contains immense destructive power, and that is even more explicitly connected than petroleum to histories of violence. Atomic information might, however, force us to confront existential questions of time and contamination in ways that petroculture, bubbling up through the centuries, has mostly managed to avoid.

We have traced the ways in which computational thinking, evolved with the help of the machines, developed to build the atomic bomb, and how the architecture of contemporary processing and networking was forged in the crucible of the Manhattan Project. We have also seen the ways in which data leaks and breaches: the critical excursions and chain reactions that lead to privacy meltdowns and the rhizomatic mushroom cloud. These analogies are not mere speculations: they are the inherent and totalising effects of our social and engineering choices.

Just as we spent forty-five years locked in a Cold War perpetuated by the spectre of mutually assured destruction, we find ourselves in an intellectual, ontological dead end today. The primary method we have for evaluating the world – more data – is faltering. It’s failing to account for complex, human-driven systems, and its failure is becoming obvious – not least because we’ve built a vast, planet-spanning information-sharing system for making it obvious to us. The mutually assured privacy meltdown of state surveillance and leak-driven countersurveillance activism is one example of this failure, as is the confusion caused by real-time information overload from surveillance itself. So is the discovery crisis in the pharmacological industry, where billions of dollars in computation are returning exponentially fewer drug breakthroughs. But perhaps the most obvious is that despite the sheer volume of information that exists online – the plurality of moderating views and alternative explanations – conspiracy theories and fundamentalism don’t merely survive, they proliferate. As in the nuclear age, we learn the wrong lesson over and over again. We stare at the mushroom cloud, and see all of this power, and we enter into an arms race all over again.

But what we should be seeing is the network itself, in all of its complexity. The network is only the latest, but certainly the most advanced, civilisation-scale tool for introspection our species has built thus far. To deal with the network is to deal with a Borgesian infinite library and all the inherent contradictions contained within it: a library that will not converge and continually refuses to cohere. Our categories, summaries and authorities are no longer merely insufficient; they are literally incoherent. As H. P. Lovecraft noted in his annunciation of a new dark age, our current ways of thinking about the world can no more survive exposure to this totality of raw information than we can survive exposure to an atomic core.

The ‘Black Chamber’, forerunner to the National Security Agency, was established as the first peacetime cryptanalytic organisation by the United States in 1919, dedicated to the cracking open of information, its refinement and combustion in the name of power. Its physical analogue was constructed by Enrico Fermi under the bleachers of Chicago’s Stagg Field in 1942 from 45,000 blocks of black graphite, and used to shield the world’s first artificial nuclear reaction. Just as the once-secret mesa town of Los Alamos finds its contemporary equivalent in the NSA data centres under construction in the Utah desert, so the black chamber is reified today both in the opaque glass and steel of NSA’s headquarters at Fort Meade, Maryland, and in the endless, inscrutable server racks of Google, Facebook, Amazon, Palantir, Lawrence Livermore, Sunway TaihuLight, and the National Defense Management Center.


[image: Images]
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Exponential pile precursor to Chicago Pile-1, 1942.



The two chambers of Fermi and the NSA represent encounters with two annihilations – one of the body, and one of the mind, but both of the self. Both are analogues of the endlessly destructive pursuit of ever more finely grained knowledge, at the expense of the acknowledgement of unknowing. We’ve built modern civilisation on the dialectic that more information leads to better decisions, but our engineering has caught up with our philosophy. The novelist and activist Arundhati Roy, writing on the occasion of the detonation of India’s first nuclear bomb, called it ‘the end of imagination’ – and again, this revelation is literalised by our information technologies.20

In response to the end of the imagination, unmistakeably visible not only in the looming mushroom cloud but in the inhuman longevity of atomic half-lives that will continue to radiate long after humanity itself expires, we have resorted to myth and silence. Proposals put forward for marking long-term waste storage in the United States include sculpture so terrible in form that other species will recognise its location as evil. One verbal formulation compiled to accompany it states, ‘This place is not a place of honor. No highly esteemed deed is commemorated here. Nothing valued is here.’21 Another proposal by the Human Interference Task Force, convened by the Department of Energy in the 1980s, suggested the breeding of ‘radiation cats’ that would change colour when exposed to radioactive emissions and serve as living indicators of danger, to be accompanied by works of art and fable that would transmit the significance of this change through deep cultural time.22 The Onkalo spent nuclear fuel repository, dug deep into the bedrock beneath Finland, has suggested another plan: once completed, it will simply be erased from the map, its location hidden and eventually forgotten.23

An atomic understanding of information presents, at the last, such a cataclysmic conception of the future that it forces us to insist upon the present as the only domain for action. In contrast and in opposition to nihilistic accounts of original sins and dys/utopian imaginings of the future, one strand of environmental and atomic activism posits the notion of guardianship.24 Guardianship takes full responsibility for the toxic products of atomic culture, even and especially when they have been created for our ostensible benefit. It is based on the principles of doing the least harm in the present and of our responsibility to future generations – but does not presume that we can know or control them. As such, guardianship calls for change, while taking on the responsibility of what we have already created, insisting that deep burial of radioactive materials precludes such possibilities and risks widespread contamination. In this, it aligns itself with the new dark age: a place where the future is radically uncertain and the past irrevocably contested, but where we are still capable of speaking directly to what is in front of us, of thinking clearly and acting with justice. Guardianship insists that these principles require a moral commitment that is beyond the abilities of pure computational thinking, but well within, and utterly appropriate to, our darkening reality.

Ultimately, any strategy for living in the new dark age depends upon attention to the here and now, and not to the illusory promises of computational prediction, surveillance, ideology and representation. The present is always where we live and think, poised between an oppressive history and an unknowable future. The technologies that so inform and shape our present perceptions of reality are not going to go away, and in many cases we should not wish them to. Our current life support systems on a planet of 7.5 billion and rising utterly depend upon them. Our understanding of those systems and their ramifications, and of the conscious choices we make in their design, in the here and now, remain entirely within our capabilities. We are not powerless, not without agency, and not limited by darkness. We only have to think, and think again, and keep thinking. The network – us and our machines and the things we think and discover together – demands it.
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